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p13, top equation (†) There is an error with the primes in the proof that

[w′, z′]+I = [w, z]+I. Replace the displayed equation

with

[w′, z′] = [w + (w′ − w), z + (z′ − z)]
= [w, z] + [w′ − w, z] + [w, z′ − z]

+ [w′ − w, z′ − z],

p15, Exercise 2.7(i) Replace {(x2, 0) : x2 ∈ L1} with {(0, x2) : x2 ∈ L2}.

p15, Exercise 2.7(ii) (†) Add the assumption that L1 and L2 are non-abelian,

and change the conclusion to J = 0. (Alternatively,

interpret ‘proper’ to mean ‘non-zero and proper’:

then the conclusion holds as stated, and L1 and L2

must be one-dimensional and abelian.)

p15, Exercise 2.7(iii) (†) Add the assumption that L1 and L2 are non-abelian

and remove the assumption that L1 and L2 are not

isomorphic.

p22, proof of Theorem 3.2 In second display, replace [x,w] with [x, z] and [y, w]

with [y, z].

p25, line 2 Replace λ ∈ L with λ ∈ C.

p25, Exercise 3.3 (†) Add that λ, µ, ν are not all zero, to ensure that the

Lie subalgebra is 3-dimensional.

p30, Definition 4.6 It should perhaps be emphasised here that we are

only considering finite-dimensional Lie algebras.

p32, Section 4.3 (†) In ‘as a subalgebra of a Lie algebras of upper trian-

gular matrices.’ replace ‘algebras’ with ‘algebra’.

p33, Exercise 4.2 Replace ‘Show that A belongs ...’ with ‘Show that x

belongs ...’

p34, Exercise 4.8 (†) In (i) replace L3 = 0 with L2 = 0 and in (ii) replace

L4 = 0 with L3 = 0.

p41, proof of Lemma 5.5 Replace ‘For column r’ with ‘For column r + 1’. In

last line, replace ‘column r’ with ‘column r + 1’.
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p44, Exercise 5.7 (†) In last line, replace xym−k with ym−kx.

p46, Exercise 6.1(ii) Replace x̄ : V/U → V/W with x̄ : V/U → V/U .

p48, before Theorem 6.3 in ‘for all x0, x1, . . . , xm ∈ V ’, replace V with L.

p48, proof of Theorem 6.3 Replace x ∈ X with x ∈ L.

p49, proof of Theorem 6.3 Replace L̃ with L̄.

p49, Remark 6.4 Delete the first ‘of’ in the first sentence.

p51, displayed equation Replace λ(x) with λ(a).

p51, Exercise 6.4 In the last line, replace ‘previous’ with ‘following’.

p54, Example(2) (†) Delete ‘to’ in ‘restriction to of the identity map’.

p57, Example 7.6 Only applies to complex Lie algebras.

p57, after Example 7.6 Replace W/V with V/W .

p58, Example 7.8 Replace A with X (twice).

p60 The definition of an L-module homomorphism should

read ‘. . . is a linear map θ : V →W such that

θ(x · v) = x · θ(v) for all v ∈ V and x ∈ L.’

p60, second displayed equation Replace ‘θ◦ϕV = ϕW ◦θ’ with ‘θ◦ϕV (x) = ϕW (x)◦θ
for all x ∈ L’.

p60, Theorem 7.11 In last line, replace V/U with V/W .

p62, Lemma 7.13 (†) Replace θ − λ1V with θ − λ1S ; replace S = ker(θ −
λ1V ) with S = ker(θ − λ1S); replace θ = λ1V with

θ = λ1S .

p63, Exercise 7.6(iii) Replace ‘every submodule’ with ‘every non-zero sub-

module’.

p64, Exercise 7.10 (†) In (b), replace bv with v since we may assume that

b = 1 by (a).

p65, Exercise 7.12(i) (†) The ‘only if’ part of the claimed result is false: a

simple counterexample is given by the natural 2-

dimensional representation of sl2(C). A correct result

is as follows: ‘Prove more generally that V is isomor-

phic to V ? if and only if there is a linear isomorphism

P : V → V such that

Pϕ(x)P−1 = −ϕ(x)tr
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for all x ∈ L, where ϕ(x) : V → V is the matrix

representing the action of x on V .’

p65, Exercise 7.12 Part (iii) should be labelled (ii).

p70, Diagram (†) Replace Xd−2Y with Xd−2Y 2.

p73, after Corollary 8.6 (†) Replace ‘a vector v of the type considered . . . ’ with

‘a vector w of the type considered . . . ’.

p74, after Theorem 8.7 Replace ‘Appendix C’ with ‘Appendix B’.

p75, Exercise 8.4 Replace all appearances of W with V .

p75, Exercise 8.6 In first line, replace L with sl(2,C). Displayed equa-

tion should end ‘for v ∈M ’, not ‘for v ∈ V ’.

p81, proof of Lemma 9.8 (†) Replace Ax ◦ Ay with AxAy and tr(AxBx) with

tr(AxAy) in final displayed equation.

p82, line 10 Replace dimW ∩ dimW⊥ 6= 0 with W ∩W⊥ 6= 0.

p83, proof o Lemma 9.10 (†) Change ‘so that there exists a ∈ I’ to ‘so that there

exists a non-zero a ∈ I’.

p83, proof of Theorem 9.11 (†) It should be justified that I is simple. If J is an ideal

of I then [I⊥, J ] ⊆ I⊥ ∩ I = 0, so [L, J ] = [I, J ] = J .

Hence J is an ideal of L, so since I has minimum

non-zero dimension, J = I.

p84, first displayed equation Replace . . . , Lr with . . .⊕ Lr.

p84, line 3 The argument becomes clearer if one replaces [I, Li] ⊆
I ∩ Li = 0 with [I, Li] ⊆ I ∩ I⊥ = 0.

p84, Lemma 9.12 (†) Change ‘I is an ideal of L’ to ‘I is a proper ideal of

L’.

p85 , Prop. 9.13 ] Delete the assumption that L is finite-

dimensional, as this is always in force.

p85, proof of Prop. 9.13 In 3rd paragraph, delete the sentence starting ‘We

have ... ’ and replace with ‘If M is properly contained

in DerL then M⊥ 6= 0, so it is sufficient to prove that

M⊥ = 0.’

p85, before §9.6 Replace ‘is a direct sum of semisimple Lie algebras’

with ‘is a direct sum of simple Lie algebras’.
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p87, Theorem 9.16(?) The argument given before this theorem that

the abstract Jordan decomposition of an el-

ement x of a semisimple Lie subalgebra L ⊆
gl(V ) agrees with its usual Jordan decompo-

sition as an element of gl(V ) is flawed. If the

usual Jordan decomposition is x = d+ n, then

our argument shows that ad d : gl(V ) → gl(V )

and adn : gl(V ) → gl(V ) restrict to endomor-

phisms of L, and ad d = ad d′, adn = adn′, where

x = d′+n′ is the abstract Jordan decomposition

of x. However, we do not know that d ∈ L, so

we cannot use the uniqueness of the abstract

Jordan decomposition to deduce that d = d′.

The proof of Theorem 9.16 is therefore invalid.

The only use made of this theorem later in the

book is in the solutions to Exercise 9.14 and

Exercise 9.15.

For a correct proof of Theorem 9.16 see J. E.

Humphreys, Introduction to Lie Algebras and

Representation Theory, volume 9 of Graduate

Texts in Mathematics, Springer, New York,

1978, Theorem 6.4. This is [14] in the bibliog-

raphy.

p88, after proof (†) It is incorrect that the result with the incorrect proof

is ‘applied several times in the next chapter’. See bold

comment above.

p91, line 3 (†) Replace ‘Exercise 9.7’ with ‘Exercise 4.7 or 9.7’.

p93, line 3 Replace α : H → L with α : H → C.

p93, line 12 Replace α ∈ L? with α ∈ H?.

p93, proof of Lemma 10.1(i) (†) Replace ‘is an eigenvector for each adh ∈ H’ with ‘is

an eigenvector of adh for each h ∈ H’.

p94, penultimate paragraph Replace ‘thus H is not contained in any larger abelian

subalgebra of H’ with ‘thus H is not contained in any

larger abelian subalgebra of sl(3,C).

p97, before §10.4 (†) Insert ‘the’ before ‘Cartan subalgebra’.

p98, line 3 (†) Replace κ(x, y) with κ(x,w).
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p98, 3rd paragraph Replace [h, y] = −α(h)x = 0 with [h, y] = −α(h)y =

0.

p98, Exercise 10.3(ii) Replace Sα with sl(α).

p101, proof of Prop. 10.9, third paragraph Replace the sentence starting ‘We have α(v) = 0 . . . ’

with ‘The zero-eigenspace of hα on M is H, which is

contained in K⊕sl(α). Hence v ∈ (K⊕sl(α))∩V = 0,

which is a contradiction.’

p101, Prop. 10.10 Replace (ii) with ‘There are integers r, q ≥ 0 such

that if k ∈ Z then β+kα ∈ Φ if and only if −r ≤ k ≤
q. Moreover r − q = β(hα).’ (The original statement

is true, but only the weaker version given above is

proved.)

p102, Proof of Prop. 10.10 (†) Related to previous: M should not be called the root

string through β because we are only allowing k ∈ Z.

p102, after proof (†) Replace ‘structure constant’ with ‘structure constants’.

p104, proof of Corollary 10.13 (†) In penultimate line replace H ≡ H? with H ∼= H?.

p105, proof of Lemma 10.14 The matrix should be transposed; i.e. replace (α1, α`)

with (α`, α1) and (α`, α1) with (α1, α`).

p106, Exercise 10.5 The formula should read dimL = dimH + |Φ|, not

dimL = dimH + 2|Φ|.

p106, Exercise 10.6 (†) Comma missing in displayed equation.

p106, Exercise 10.7(i) Replace ‘span H’ with ‘span H?’.

p110, Definition 11.1 Replace ‘A subset R of a real vector space E . . . ’ with

‘A subset R of a real inner-product space E . . . ’.

page 110, second displayed equation (†) (tα, tα) should be κ(tα, tα).

p111, Exercise 11.1 Change E to R`+1.

p112, Prop. 11.5(b) (†) The hypothesis ‘and (β, β) > (α, α)’ is unnecessary.

(To prove the more general version, note that if β is

shorter than α then, swapping α and β, we get that

α− β ∈ R. Then β − α ∈ R by (R2).)

p112, Example 11.6(b) (†) In penultimate line on this page, replace ‘obtuse an-

gle’ with ‘obtuse or right angle’.

p113, first diagram The lower root labelled β should be labelled −β.
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p113, Example 11.6(b) After the diagram, replace ‘root space’ with ‘root sys-

tem’.

p113, Exampe 11.6(c) (†) The y-coordinates of the four roots β, β + α, β +

2α, β + 3α should be the same.

p115, §11.3 (†) In second line, replace ‘vector space basis for R’ with

‘vector space basis for E’.

p117, top line Replace ‘elements of α’ with ‘elements of B’.

p117, proof of Thoerem 11.10 (†) In line 3, as we do not yet know that B is a base,

it is circular to use Exercise to show that the angle

between α and β is obtuse. Instead note that if the

angle is acute, then by Proposition 11.5, α − β is a

root, and so either α− β, or β − α lies in R+. In the

first case α = (α− β) + β is the sum of two elements

of R+, and similarly in the second case for β. This

contradicts the definition of B.

p122, proof of Proposition 11.21 (†) It is not clear that ϕ satisfies Condition 11.19(b), and

in fact it takes some work to show this.

Step 1: If α ∈ R then we can write α =
∑
i kiαi for

some ki ∈ Z. Then since 〈 , 〉 is linear in its first com-

ponent we have 〈ϕ(α), ϕ(αj)〉 = 〈α, αj〉. This shows

that Condition 11.19(b) holds when β ∈ B.

Step 2: Now observe that for any αi, αj ∈ B we have

ϕ(sαi
(αj)) = ϕ(αj − 〈αj , αi〉αi)

= ϕ(αj)− 〈αj , αi〉ϕ(αi)

= α′j − 〈α′j , α′i〉α′i
= sα′i(α

′
j).

By linearity of ϕ it follows that ϕ(sαi(v)) = sα′iϕ(v)

for all v ∈ E.

Step 3: To deal with a general β ∈ R we use Step 2

and the Weyl group to get around the fact that 〈 , 〉
is not linear in its second component. By Proposi-

tion 11.14 there exist αi1 , . . . , αir ∈ B and αj ∈ B

such that sαi1
. . . sαir

αj = β. By induction on r it

follows from Step 2 that

ϕ(β) = ϕ(sαi1
. . . sαir

(αj)) = sα′i1
. . . sα′ir

(α′j).
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Hence for any α ∈ R we have

〈ϕ(α), ϕ(β)〉 = 〈ϕ(α), sα′i1
. . . sα′ir

(α′j)〉.

For any u, v ∈ E and αj ∈ E we have

〈u, sαj (v)〉 =
2(u, sαj

(v))

(sαj (v), sαj (v))

=
2(sαj

(u), v)

(v, v)

= 〈sαj
(u), v〉.

Hence 〈ϕ(α), ϕ(β)〉 = 〈sα′ir . . . sα′i1ϕ(α), α′j〉. It now

follows from Step 2 that

〈ϕ(α), ϕ(β)〉 = 〈ϕ(sαir
. . . sα′i1

(α)), α′j〉.

By Step 1 we get 〈ϕ(α), ϕ(β)〉 = 〈sαir
. . . sαi1

(α), αj〉.
By moving the reflections back to the right-hand side

we get

〈ϕ(α), ϕ(β)〉 = 〈α, sαi1
. . . sαir

(αj)〉 = 〈α, β〉

as required.

The rest of the proof proceeds as before. The dis-

played equation on page 123 has already been estab-

lished in Step 2.

p123, Exercise 11.12 (†) Add the hypotheses that n ≥ 2 and that U1, U2, . . . , Un
are distinct.

p126, Before first displayed equation Insert ‘A case by case analysis shows the weight 0

does not arise in this action.’ before ‘Let’ on line 7.

p126, 2nd displayed equation Should read Φ = {α ∈ H? : α 6= 0, Lα 6= 0}.

p126, Equation (?) (†) Replace L0 with H.

p126, Lemma 12.2 (†) Replace ‘Suppose that for all h ∈ H . . . ’ with ‘so for

all α ∈ Φ there is some h ∈ H such that α(h) 6= 0’.

(This follows from (?), since by assumption L is a

classical Lie algebra, and so the off-diagonal part of

L is, by (?), a sum of non-zero weight spaces.)

p127, Prop. 12.3 Replace ‘. . . where Φ is the set of α ∈ H? such that

. . . ’ with ‘. . . where Φ is the set of non-zero α ∈ H?

such that . . . ’.
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p131, Step (2c) Change hij = . . . to kij := . . . (twice).

p132, Step (4) (†) Replace hβ with hβ`
.

p134, After Dynkin diagram (†) Replace sl(3,C) with sl(4,C).

p135, Step (1) The definitions of pii and qii should be given sepa-

rately, as pii = ei,`+i, qii = e`+i,i.

p135, Step (2) Replace ‘If α = εi + εj . . . ’ with ‘If α = εi + εj , then

xα = pij and x−α = qji and

h = (eii − e`+i,`+i) + (ejj − e`+j,`+j)

if i 6= j, and h = eii−e`+i,`+i if i = j. Hence [h, xα] =

2xα in both cases.’

p136, Step (4) (†) In second displayed equation replace i = ` − 1 with

j = `− 1.

p144, proof of Lemma 13.6 (†) Replace the final two lines, which do not rule out mul-

tiple edges, with ‘Thus the number of edges incident

to v is
∑k
i=1 4(v, vi)

2 < 4.’

p145, Lemma 13.9 (†) Replace ‘The graph Γ has’ with ‘If the graph Γ is

connected then Γ has’.

p148, proof of Proposition 13.2 (†) Replace ‘if q = 1, then there is no restriction on r’

with ‘if q = 1 then there is no restriction on p’. (We

already know that r = 1.)

p151, Exercise 13.1 (†) Replace ‘That is, find a linear map between the vector

spaces . . . ’ with ‘That is, find a linear map between

the underlying vector spaces of root systems of types

B2 and C2 . . . ’.

p154, proof of Prop. 14.2 (†) In penultimate paragraph, replace ‘we only have to

show [x, a] ∈ L . . .’ with ‘we only have to show [x, a] ∈
I . . .’.

p156, penultimate line of proof (†) Replace k = 〈γ, αi〉 with k = −〈γ, αi〉.

p160, Exercise 14.3 (†) If the field has characteristic two then it is correct

to instead assume [x, x] = 0 for all x ∈ L. The Lie

algebra generated by x and y is, by definition, the

smallest Lie subalgebra of L containing x and y.

p164, line 7 of §15.1 Replace ‘with respect to Φ’ with ‘with respect to Π’.

p164, line 2 of §15.1.1 (†) Replace ‘on L’ with ‘on V ’.
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p166, proof of Lemma 15.3 Here {α1, . . . , α`} is a base of a root system for the

Lie algebra L. The subspace W should be defined as

the span of elements of the form

fαi1
fαi2

. . . fαik
· v

and not as the span of the single element

fα1
fα2

. . . fαk
· v.

Similar changes must then be made in the following

lines. See also the next correction.

p166, proof of Lemma 15.3 In the second displayed equation replace [eα, fα1 ]

with [eα, fαi1
].

p167, line 3 (†) Replace ε3 with −ε3.

p168, 2nd displayed equation Change vi ∧ wj to vi ∧ vj .

p170, §15.1.3 Replace ‘we introduce a symbol viotimeswj ’ with ‘we

introduce a symbol vi ⊗ wj ’.

p174, §15.2.2 (†) Line 8 of §15.2.2: replace α ∈ Φ with α ∈ Φ+.

p176, (2) line 2 (†) Replace M(λ) with M(0).

p178, before Exercise 15.4 The definition of the Chevalley group should read

‘GF (L) := 〈Ãα(t) : α ∈ Φ, t ∈ F 〉’.

p178, line 3 from bottom (†) Replace ‘field with 2-elements’ with ‘field with 2 ele-

ments’.

p188, Exercise 15.10 (†) Replace ν(x) with νx.

p183, penultimate paragraph Replace ‘prime characteristic 0’ with ‘prime charac-

teristic p’.

p184, diagram There is an extra ‘3’ in the diagram of the quiver.

p187, Exercise 15.8 Make the following addition: ‘. . . if we replace ι with ι′

and U(L) with V in the commutative diagram above,

then V has the universal property . . . ’.

p191, Theorem 16.1(a) Replace V/ kerα ∼= W with V/ kerα ∼= imα.

p196, second displayed equation Replace a(X)(x−λi)aiv with a(x)(x−λi)aiv. Replace

f(X) with p(X) in last line.

p196, line 7 (†) Insert a comma after (X − λ1)a1 .

p198, diagram The vectors spanning the axes must be swapped.
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p202, final paragraph The notation could perhaps make it clearer that W

is a subspace of V ?, not of V .

p210, final line Replace ati with ait in the displayed equation.

p212, lines 2 and 3 (†) Replace aji with −aij .

p213, penultimate line (†) The identity map on V does not have image in W , so

is not an admissible choice. Instead take a subspace

U of W , so that V = W ⊕ U as vector spaces, and

take the map g : V → W that is the identity on W

and has kernel U . The coset g+M0 is then a non-zero

element of MS/M0.

p219, (†) Begin the proof by ‘Define m = dimV0.’ Then at the

end of the first paragraph, change m = 1 to m = 2.

p219, proof of Corollary 18.4 (†) Replace P−tSP−1 with P−1SP−t in the first and

second lines and S = P tSP with S = PSP t in the

third line.

p221, displayed equations (†) Replace µmym with µm−1ym−1 in the first and µm(ad t)ym
with µm−1(ad t)ym−1 in the second.

p227, paragraph 2 (†) In final line replace sβn
∈ N with sβ`

∈ N .

p227, paragraph 4 (†) In penultimate line of the proof replace sαn−1N with

sα`−1
N . In final line replace {1 . . . n} with {1, . . . , `}.

p227, final line (†) Delete ‘below’.

p228, first displayed equation (†) Replace sαn−1
sβn

with sα`−1
sβ`

.

p228, Exercise 19.2.? (†) The ‘only if’ direction is simply false: for example

take v1 = v2 6= 0. It holds if, in addition, we have

(vi, vj) < 0 for all i and j, as when v1, . . . , vk are

part of a base of a root system; then it can be proved

by the argument in the proof of Theorem 11.9 (not

Theorem 11.10).

p231, Line −3 (†) Replace 1.13 with 1.12.

p233, 2.11 In first line replace PxP−1 with P−1xP .

p234, 3.2 Replace ϕ[y1z1] with ϕ[y1, z1].

p236, 6.5 Replace ‘there is a basis of adL ...’ with ‘there is a

basis of L ...’

p238, 8.6(i) In second display, the second line should end 1
2h(eh+

2e) · v, not 1
2h(he+ 2e) · v.
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p240, 9.15 (†) In fourth paragraph of solution, change ‘generated by

w’, to ‘generated by w, where w is any vector such

that w +M = v’.

p241, 10.6 Displayed equation should end . . . = −1×−1 = 1.

p241, 11.9 (†) This solution should appear before the solution to

Exercise 11.12. A simpler solution uses that since M

is invertible, there exists a unique v ∈ Rn such that

Mv = (1, . . . , 1)t. The claim then follows taking z =

v1b1 + · · ·+ vnbn.

p246, 19.1 (†) In second line q1i1 should read qi11.


