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Abstract. Let F be a field and let E be the natural representation of

SL2(F). Given a vector space V , let ∆(2,1N−1)V be the kernel of the

multiplication map
∧NV ⊗ V →

∧N+1V . We construct an explicit

SL2(F)-isomorphism SymN−1E ⊗
∧N+1 Symd+1E ∼= ∆(2,1N−1) SymdE.

This SL2(F)-isomorphism is a modular lift of the q-binomial identity

q
N(N−1)

2 [N ]q
[
d+2
N+1

]
q

= s(2,1N−1)(1, q, . . . , q
d), where s(2,1N−1) is the Schur

function for the partition (2, 1N−1). This identity, which follows from

our main theorem, implies the existence of an isomorphism when F is

the field of complex numbers but it is notable, and not typical of the

general case, that there is an explicit isomorphism defined in a uniform

way for any field.

1. Introduction

Let F be an arbitrary field and let E be the natural 2-dimensional rep-

resentation of the special linear group SL2(F). Let ∆λ denote the Schur

functor canonically labelled by the partition λ. Working over the field of

complex numbers there is a rich theory of plethystic isomorphisms between

the representations ∆λ SymdE. These include Hermite reciprocity and the

Wronskian isomorphism; we refer the reader to [PW21] for a comprehensive

account and references to earlier results. In [McDW22] it was shown that

both these classical isomorphisms hold over an arbitrary field, provided that

suitable dualities are introduced. The modular version of Hermite reciprocity

is SymM SymdE ∼= Symd SymME, where, given a SL2(F)-representation V ,

Symr V is the symmetric power defined as a quotient of V ⊗r and SymrV is

its dual defined as the subspace of invariant tensors in V ⊗r. The modular

Wronskian isomorphism is SymM SymdE ∼=
∧M Symd+M−1E. The purpose

of this article is to add to the collection of such modular plethystic isomor-

phisms by proving the following theorem. The version of the Schur functor

∆(2,1N−1) we require is defined in §1.1 immediately below.

Theorem 1.1. Let N ∈ N and let d ∈ N0. The map ϕ defined in Defini-

tion 1.8 is an isomorphism of SL2(F)-representations

SymN−1E ⊗
N+1∧

Symd+1E ∼= ∆(2,1N−1) SymdE.
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This theorem is notable as the first explicit example of a modular plethys-

tic isomorphism involving a Schur functor for a partition that is not one-row

or one-column, and also for the unexpected tensor factorisation it exhibits.

This isomorphism is a modular lift of the q-binomial identity

q
N(N−1)

2 [N ]q

[
d+ 2

N + 1

]
q

= s(2,1N−1)(1, q, . . . , q
d) (1.1)

where s(2,1N−1) denotes the Schur function labelled by the partition (2, 1N−1).

We structure our proof so that we can obtain (1.1) as a fairly routine corol-

lary of Theorem 1.1: see Corollary 3.2, where we also give combinatorial

interpretations of each side. As shown in [McDW22, Theorem 1.6] there

exist representations of the form ∆λ SymdE that have equal q-characters in

the sense of (1.1), and so are isomorphic over C, but fail to be isomorphic

over arbitrary fields F, even after considering all possible dualities. Indeed,

the authors believe this is the generic case. This adds to be interest and

importance of Theorem 1.1. We finish with Corollary 3.1, which lifts the iso-

morphism in Theorem 1.1 to an isomorphism of representations of GL2(F),

and Conjecture 3.3 on a conjectured more general isomorphism.

1.1. Preliminaries. Fix a basis X, Y of the F-vector space E. For each

r ∈ N0, the symmetric power SymcE has as a basis the monomials Xc−iY i

for 0 ≤ i ≤ c.

Schur functor. It will be convenient to define the Schur functor ∆(2,1N−1)

on a vector space V by

∆(2,1N−1) V = kerµN :

N∧
V ⊗ V →

N+1∧
V (1.2)

where µN is the multiplication map v1 ∧ · · · ∧ vN ⊗ w 7→ v1 ∧ · · · ∧ vN ∧ w.

Thus ∆(2,1N−1) V is a subspace of
∧N V ⊗ V . Since µN is a homomorphism

of representations of GL(V ), for any fixed group G, ∆(2,1N−1) is a functor

on the category of F-representations of G.

Multi-indices. For c, r ∈ N0, let I(c)(r) denote the set {0, 1, . . . , c}r. We

say that the elements of I(c)(r) are multi-indices. We define the sum of a

multi-index i by |i| =
∑r

α=1 iα. Given i ∈ I(c)(r) we define

F
(c)
∧ (i) = Xc−i1Y i1 ∧ · · · ∧Xc−irY ir .

Thus
∧r SymcE has as a basis all F

(c)
∧ (i) for strictly increasing i ∈ I(c)(r).

We say that a pair (i, j) ∈ I(c)(r)×{0, 1, . . . , c} is semistandard if i is strictly

increasing and i1 ≤ j. Observe that (i, j) is semistandard if and only if the

(2, 1N−1)-tableau t(i,j) shown in the margin having entry iα in box (α, 1)

and entry j in box (1, 2) is semistandard in the usual sense.

t(i,j) =

i1 j

i2

...

iN
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Definition 1.2 (Content and Neighbour). Let d ∈ N0. Let i ∈ I(d)(N) and

j ∈ {0, 1, . . . , d} and let (i, j) be semistandard. We define the content of

(i, j) to be the multiset {i1, . . . , iN} ∪ {j}. We define the neighbour of (i, j)

by

P(i, j) =
(
(i1, . . . , iα−1, j, iα+1, . . . , iN ), iα

)
(1.3)

where α ∈ {1, . . . , N} is maximal such that iα ≤ j.

Observe that the neighbour map is well-defined because i1 ≤ j and that

it preserves content. Moreover, P(i, j) = (i, j) if and only if j is in the set

{i1, . . . , iN}; in this case j is the unique repeated element of the multiset.

For example, repeated applications of the neighbour map give(
(0, 2, 3), 5

) P7−→
(
(0, 2, 5), 3

) P7−→
(
(0, 3, 5), 2

) P7−→
(
(2, 3, 5), 0

)
(1.4)

in which all pairs have content {0, 2, 3, 5} and the final pair is the only one

that is not semistandard and so does not have a defined neighbour.

Definition 1.3. Let d ∈ N0. Let i ∈ I(d)(N) and j ∈ {0, 1, . . . , d}. We

define F (i, j) ∈
∧N SymdE ⊗ SymdE by

F (i, j) = F
(d)
∧ (i)⊗Xd−jY j . (1.5)

If (i, j) is semistandard we define

F∆(i, j) =

{
F (i, j) if j ∈ {i1, . . . , iN}
F (i, j) + F

(
P(i, j)

)
otherwise.

(1.6)

Whenever we use the notation F (i, j) in (1.5), the value of d will be clear

from context. To give an example we take N = 3 and d = 5. Then, omitting

some parentheses for readability, we have F
(
(0, 2, 5), 3

)
= X5∧X3Y 2∧Y 5⊗

X2Y 3 and

F∆

(
(0, 2, 5), 3

)
= F

(
(0, 2, 5), 3

)
+ F

(
(0, 3, 5), 2

)
= X5 ∧X3Y 2 ∧ Y 5 ⊗X2Y 3 +X5 ∧X2Y 3 ∧ Y 5 ⊗X3Y 2.

Semistandard basis. It is clear that
∧N SymdE⊗ SymdE has as a canonical

basis all F (i, j) for strictly increasing i ∈ I(d)(N) and j ∈ {0, 1, . . . , d}.
In this subsection we show that the F∆(i, j) for semistandard (i, j) form a

basis for its submodule ∆(2,1N−1) SymdE, which we defined to be the kernel

of µN :
∧N V ⊗ V →

∧N+1 V in (1.2).

We first show that these elements are in the kernel. Let i ∈ I(d)(N) be

strictly increasing and let j ∈ {0, 1, . . . , d}. Let α be maximal such that

iα ≤ j. Then

µNF
(
P(i, j)

)
= µNF

(
(i1, . . . , iα−1, j, iα+1, . . . , iN ), iα

)
= Xd−i1Y i1 ∧ · · · ∧Xd−jY j ∧ · · · ∧Xd−iNY iN ∧Xd−iαY iα .
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Up to a swap of the factor Xd−jY j in position α and the final factor

Xd−iαY iα , the right-hand side agrees with µN
(
F (i, j)

)
. Hence, by the def-

inition of F∆ in (1.6), we have µNF∆(i, j) = 0. In order to prove the basis

theorem, we shall use the following lemmas.

Lemma 1.4. Let {a1, . . . , aN , b} be a subset of {0, 1, . . . , d} with a1 < . . . <

aN < b. The N distinct semistandard pairs with content {a1, . . . , aN , b}
are Pα

(
(a1, . . . , aN ), b

)
for α ∈ {0, 1, . . . , N − 1}; the second elements of

these pairs form the decreasing chain b > aN > . . . > a2. Furthermore,

PN ((a1, . . . , aN ), b) is not semistandard.

Proof. We leave this to the reader as a routine generalisation of (1.4). �

Lemma 1.5. The F∆(i, j) for semistandard (i, j) ∈ I(d)(N) × {0, 1, . . . , d}
are linearly independent.

Proof. It is clear from the canonical basis of
∧N SymdE ⊗ SymdE that if

there is a non-trivial linear relation between the F∆(i, j) then it may be

assumed to involve only (i, j) of the same content (in the sense of Defi-

nition 1.2). If j ∈ {i1, . . . , iN} then there is a unique element F∆(i, j) of

content {i1, . . . , iN} ∪ {j}. In the remaining case, the content multiset is a

set, A say, and Lemma 1.4 applies. Since each F∆(i, j) of content A is a sum

of F (i, j) and its neighbour F
(
P(i, j)

)
, they are linearly independent. �

Lemma 1.6. There are N
(
d+2
N+1

)
semistandard Young tableaux of shape

(2, 1N−1) and entries in {0, 1, . . . , d}.

Proof. Let Sα be the set of all Young tableaux t(i,j) such that iα ≤ j < iα+1

if α < N , and such that iN ≤ j if α = N . It is clear that the set of

semistandard Young tableaux of shape (2, 1N−1) is partitioned into the N

disjoint subsets S1, . . . , SN . We claim that each Sα has the same cardinality(
d+2
N+1

)
. To see this, we define a bijection from Sα to the set of strictly

increasing multi-indices in I(d+1)(N + 1) by

(i, j) 7→ (i1, . . . , iα, j + 1, iα+1 + 1, iα+2 + 1, . . . , iN + 1).

The inverse of this map is easily shown to be

(k1, . . . , kN+1) 7→
(
(k1, . . . , kα, kα+2 − 1, . . . , kN+1 − 1), kα+1 − 1

)
. �

Proposition 1.7. The vector space ∆(2,1N−1) SymdE has dimension N
(
d+2
N+1

)
and has as a basis{

F∆(i, j) : i ∈ I(d)(N), j ∈ {0, 1, . . . , d}, (i, j) semistandard
}
.

Proof. By Lemma 1.5, the claimed basis is linearly independent. We use a

dimension counting argument to show that it spans ∆(2,1N−1) SymdE. By
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Lemma 1.6, it suffices to show that dim ∆(2,1N−1) SymdE = N
(
d+2
N+1

)
. This

follows from the rank-nullity formula applied to (1.2):

dim kerµN =

(
d+ 1

N

)
(d+ 1)−

(
d+ 1

N + 1

)
=

(
d+ 1

N

)
(d+ 2)−

((
d+ 1

N

)
+

(
d+ 1

N + 1

))
=

(
d+ 2

N + 1

)
(N + 1)−

(
d+ 2

N + 1

)
= N

(
d+ 2

N + 1

)
. �

1.2. Definition of ϕ. Given 0 ≤ j < k, set [j, k) = {j, j + 1, . . . , k − 1}.
Given a strictly increasing multi-index k ∈ I(d+1)(N + 1), we define

B(k) = [k1, k2)× [k2, k3)× · · · × [kN , kN+1) ⊆ I(d)(N). (1.7)

For example if d = 5 and N = 3, we have

B
(
(0, 2, 3, 6)

)
= [0, 2)× [2, 3)× [3, 6) = {0, 1} × {2} × {3, 4, 5} ⊆ I(5)(3).

Definition 1.8. Fix d ∈ N0 and N ∈ N. We define

ϕ : SymN−1E ⊗
N+1∧

Symd+1E →
N∧

SymdE ⊗ SymdE

by

ϕ
(
XN−1−sY s ⊗ F (d+1)

∧ (k)
)

=
∑

i∈B(k)

F
(
i, s+ |k| −N − |i|

)
(1.8)

where s ∈ {0, 1, . . . , N − 1} and k ∈ I(d+1)(N + 1) is strictly increasing.

We remind the reader that, by (1.5) in Definition 1.3, the summand on the

right hand side in (1.8) is F
(d)
∧ (i)⊗Xd−(s+|k|−N−|i|)Y s+|k|−N−|i|, or written

out in full,

Xd−i1Y i1 ∧ · · · ∧Xd−iNY iN ⊗Xd−(s+|k|−N−|i|)Y s+|k|−N−|i|.

If i ∈ B(k) then

|i| ≤ (k2 − 1) + · · ·+ (kN+1 − 1) = |k| − k1 −N
|i| ≥ k1 + · · ·+ kN = |k| − kN+1 (1.9)

and so s+ |k| −N − |i| ≥ s+ k1 ≥ 0 and s+ |k| −N − |i| ≤ s+ kN+1−N ≤
kN+1 − 1 ≤ d. Therefore ϕ is well-defined. As motivation and an aide-

memoire, we note that a canonical basis element of Y -degree s + |k| maps

under ϕ to a sum of canonical basis elements each of Y -degree s+|k|−N . We

refer to the space of elements of Y -degree l as the weight space of weight l.

It is not obvious that ϕ has image in the subrepresentation ∆(2,1N−1) SymdE

of
∧N V ⊗ V . We give a short proof of this fact in Lemma 2.1.
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Example 1.9.

(a) By (1.8), the canonical basis element

XN−1 ⊗ F (d+1)
∧ (0, 1, . . . , N) = XN−1 ⊗Xd+1 ∧XdY ∧ · · · ∧Xd−N+1Y N

in SymN−1E ⊗
∧N+1 Symd+1E of minimal Y -degree 0 + 1 + · · · + N maps

under ϕ to the canonical basis element

F
(
(0, 1, . . . , N−1), 0

)
= Xd ∧Xd−1Y ∧ · · · ∧Xd−N+1Y N−1 ⊗Xd

in ∆(2,1N−1) SymdE of minimal Y -degree 0 + 1 + · · · + (N − 1). Working

over C, these vectors are highest weight for the action of the Lie algebra

generator e (which may be thought of as X d
dY ) in (2.2).

(b) More generally the image of XN−1−sY s ⊗ F (d+1)
∧ (i, i + 1, . . . , i + N)

is F
(
(i, i + 1, . . . , i + N − 1), s + i

)
. Note that since s ∈ {0, . . . , N − 1}, it

follows from (1.2) that this image is in ∆(2,1N−1) SymdE.

(c) The image of a canonical basis element of SymN−1E⊗
∧N+1 Symd+1E

typically has many summands. For instance take N = 3 and d = 5 and

(s,k) =
(
1, (0, 2, 3, 6)

)
. Then

ϕ(XY ⊗X6 ∧X4Y 2 ∧X3Y 3 ∧ Y 6)

=
∑

i∈[0,2)×[2,3)×[3,6)

F (i, 1 + |(0, 2, 3, 6)| − 3− |i|)

= F
(
(0, 2, 3), 4

)
+ F

(
(1, 2, 3), 3

)
+ F

(
(0, 2, 4), 3

)
+ F

(
(1, 2, 4), 2

)
+ F

(
(0, 2, 5), 2

)
+ F

(
(1, 2, 5), 1

)
.

We invite the reader to check that the right-hand side is in ∆(2,1,1) Sym5E.

(d) Taking N = 1 we may identify Sym0E with F and ∆(2) SymdE with

the symmetric tensors inside SymdE⊗SymdE. The map ϕ :
∧2 Symd+1E →

∆(2) SymdE is then defined by

ϕ(Xd+1−kY k ∧Xd+1−`Y `) =
∑
k≤i<`

Xd−iY i ⊗Xd−(k+`−1−i)Y k+`−1−i.

It is clear from the powers of Y in the tensor factors on the right-hand side

that the right-hand side is a symmetric tensor lying in ∆(2) SymdE. This

is an example of the Wronskian isomorphism mentioned at the start of the

introduction.

2. The map ϕ is an SL2(F)-isomorphism

2.1. The image of ϕ. As defined ϕ has codomain
∧N SymdE ⊗ SymdE.

Lemma 2.1. The image of ϕ is contained in ∆(2,1N−1) SymdE.

Proof. Let s ∈ {0, 1, . . . , N − 1} and let k ∈ I(d+1)(N + 1) be strictly in-

creasing. Let Ω be the subset of

B(k)× [0, d+ 1) = [k1, k2)× · · · × [kN , kN+1)× {0, 1, . . . , d}
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of all tuples (i1, . . . , iN , j) such that i1 + · · ·+ iN + j = s+ |k| −N . Writing

elements of Ω as (i, j), we have, using Definition 1.8,

µNϕ
(
XN−1−sY s ⊗ F (d+1)

∧ (k)
)

=
∑

(i,j)∈Ω

µNF (i, j). (2.1)

By the definition of ∆(2,1N−1) SymdE from (1.2), it suffices to show that

the right-hand side vanishes. Our proof uses an involution on Ω related

to the partition used to prove Lemma 1.6. (See after the proof for the

connection with the neighbour map.) First observe that if (i, j) ∈ Ω then

j = s+ |k| −N − |i| and by (1.9) we have

k1 ≤ j < kN+1.

Thus, given (i, j) ∈ Ω, there exists a unique 1 ≤ α ≤ N such that kα ≤
j < kα+1. We send (i, j) to (i1, . . . , j, . . . iN , iα

)
where j appears in posi-

tion α, so j and iα are swapped. It is clear this defines an involution in

which (i, j) is a fixed point if and only if iα = j. Since (i1, . . . , j, . . . , iN , iα)

and (i1, . . . , iα, . . . , iN , j) are either equal or differ by a transposition, their

contributions to the sum in (2.1) cancel. �

To illustrate the neighbour map in Definition 1.2 we remark that the

image of (i, j) under the involution in the proof of Lemma 2.1 is P(i, j) if

kα ≤ iα ≤ j < kα+1 and P−1(i, j) if kα ≤ j < iα < kα+1.

2.2. ϕ is an SL2(F)-homomorphism. For β ∈ N we denote by u(β) the

unit vector (0, . . . , 1, . . . , 0) where the non-zero entry is in position β; the

length is always N or N + 1 and will always be clear from context.

Reduction. We recall the technical trick in [McDW22, §4.2] used to pass

from SL2(F) to SL2(C). First notice that ϕ is a map of vector spaces,

but it is defined over the integers. Let γ ∈ F be an arbitrary element

and Uγ =

(
1 γ

0 1

)
. The elements Uγ and their transposes generate SL2(F).

Checking that ϕ intertwines the action of Uγ (or its transpose) amounts to an

equality of polynomials in γ with coefficients in the image of Z in F. Clearly,

it suffices to check that this equality holds over the polynomial ring Z[γ].

For this, in turn, it suffices to prove the equality for any transcendental

element γ in any field containing Z as a subring. Proving the result for

SL2(C) certainly implies the latter condition. A basic fact from Lie theory

(see for instance [FH91, Ch. 8]) then reduces the question to proving that ϕ

commutes with the Lie algebra generators e and f of sl2(C), defined on the

X, Y basis of E by the matrices

e =

(
0 1

0 0

)
, f =

(
0 0

1 0

)
. (2.2)
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Their action on SymdE is given by e · g = X dg
dY and f · g = Y dg

dX . Their

action on
∧R SymcE is then given by the usual multilinear rule for Lie

algebra actions, coming ultimately from

x · (u⊗ v) = (x · u)⊗ v + u⊗ (x · v). (2.3)

We state it below using the unit vectors u(γ) just defined:

e · F (c)
∧ (k) =

R∑
α=1

kαF
(c)
∧ (k− u(α)) (2.4)

f · F (c)
∧ (k) =

R∑
α=1

(c− kα)F
(c)
∧ (k + u(α))

for k ∈ I(c)(R). Here we use the convention that if k± u(α) 6∈I(c)(R) then

F
(c)
∧ (k± u(α)) = 0. An application of (2.3) now gives the Lie algebra action

on ∆(2,1N−1) SymdE ⊆
∧N SymdE ⊗ SymdE, which we use in the proof of

Lemma 2.3 below.

Technical lemma. The following lemma isolates the key step in the calcu-

lation that ϕ commutes with the Lie algebra action of e. In it we write

B(k)−u(β) for
{
j−u(β) : j ∈ B(k)

}
. The notation F (i, j) was introduced in

Definition 1.3. The first paragraph of the proof below checks that, in every

summand, the second component of the pair is in {0, 1, . . . , d}, and so the

expression is well-defined. This technical check could be skipped by instead

regarding the F (i, j) as formal symbols; the proof then goes through.

Lemma 2.2. Let s ∈ {0, 1, . . . , N − 1}. Let k ∈ I(d+1)(N + 1) be strictly

increasing. Then for any t such that |k| −N − 1 ≤ t ≤ |k| − 2 we have

N+1∑
α=1

∑
i∈B(k−u(α))

kαF
(
i, t− |i|

)

=

N∑
β=1

∑
j∈B(k)−u(β)

(jβ + 1)F
(
j, t− |j|

)
+
∑

j∈B(k)

(
|k| −N − |j|

)
F
(
j, t− |j|

)
.

Proof. If i ∈ B(k−u(α)) and α 6= 1, N+1 then, by replacing k with k−u(α)

in (1.9) we have |k| − kN+1 − 1 ≤ |i| ≤ |k| − k1 −N − 1 and so

|k| − (d+ 1)− 1 ≤ |i| ≤ |k| −N − 1.

Hence t−|k|+N+1 ≤ t−|i| ≤ t−|k|+d+2 and the hypothesis on t implies

that 0 ≤ t− |i| ≤ d. Thus each F (i, t− |i|) is well-defined. This also shows

each F (j, t−|j|) in the first summand on the right-hand side is well-defined;

in the second summand we have instead t−|k|+N ≤ t−|j| ≤ t−|k|+d+ 1

and now if t = |k| − N − 1 we may have −1 = t − |j|, but in this case the

coefficient is |k|−N −|j| = |k|−N − (1+ t) = 0, so the ill-defined summand
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can be ignored. We leave the similar verification when α = 1 or α = N + 1

to the reader. We are now ready to begin the main part of the proof.

Given x ∈ {0, 1, . . . , d} and 1 ≤ α ≤ N , we set

C(x)
α (k) = [k1, k2)× · · · × [kα−1, kα)× {x} × [kα+1, kα+2)× · · · × [kN , kN+1)

where {x} in position α replaces the interval [kα, kα+1) in position α of the

product defining B(k) in (1.7). Observe that

B(k−u(1)) = [k1 − 1, k2)×[k2, k3)×· · ·×[kN , kN+1) = B(k) ∪ C(k1−1)
1 ,

B(k−u(N+1)) = [k1, k2)×· · ·×[kN−1, kN )×[kN , kN+1−1) = B(k) \ C(kN+1−1)
N

and, if 2 ≤ α ≤ N , then

B(k−u(α)) = [k1, k2)×· · ·×[kα−1, kα−1)×[kα−1, kα)×· · · × [kN , kN+1)

= B(k) ∪ C(kα−1)
α (k) \ C(kα−1)

α−1 (k). (2.5)

Thus by setting C(x)
0 (k) = C(x)

N+1(k) = ∅, we may unify the cases so that (2.5)

holds for all 1 ≤ α ≤ N + 1. By (2.5), the left-hand side in the lemma is

|k|
∑

i∈B(k)

F
(
i, t− |i|

)
+

N+1∑
α=1

∑
i∈C(kα−1)

α (k)

kαF
(
i, t− |i|

)
−
N+1∑
α=1

∑
i∈C(kα−1)

α−1 (k)

kαF
(
i, t− |i|

)
. (2.6)

Similarly to (2.5) we have

B(k)− u(β) = [k1, k2)× · · · × [kβ−1, kβ+1−1)× · · · × [kN , kN+1)

= B(k) ∪ C(kβ−1)
β (k) \ C(kβ+1−1)

β (k). (2.7)

By (2.7) the first summand in the right side in the lemma is

N∑
β=1

( ∑
j∈B(k)

(jβ + 1)F
(
j, t− |j|

)
+

∑
j∈C(kβ−1)

β (k)

(kβ−1+1)F
(
j, t− |j|

)
−

∑
j∈C(kβ+1−1)

β (k)

(kβ+1−1+1)F
(
j, t− |j|

))
.

Since
∑N

β=1(jβ + 1) = |j|+N , and the second summand on the right-hand

side is
∑

j∈B(k)

(
|k| −N − |j|

)
F
(
j, t− |j|

)
, the right-hand side in the lemma

simplifies to

|k|
∑

j∈B(k)

F
(
j, t− |j|

)
+

N∑
β=1

∑
j∈C(kβ−1)

β (k)

kβF
(
j, t− |j|

)

−
N∑
β=1

∑
j∈C(kβ+1−1)

β (k)

kβ+1F
(
j, t− |j|

)
.

(2.8)
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The lemma now follows by comparing (2.6) and (2.8); since C(x)
0 (k) =

C(x)
N+1(k) = ∅ the three summands agree in the order written. �

The map ϕ commutes with e. The Lie algebra element e ∈ sl2(C) (which

may be thought of as X d
dY ) acts on SymdE by e ·Xd−jY j = jXd−j+1Y j−1.

Lemma 2.3. The map ϕ defined over the complex numbers commutes with

the Lie algebra action of e ∈ sl2(C).

Proof. We compare e · ϕ(x) and ϕ(e · x) for x in the canonical basis of

SymN−1E⊗
∧N+1 Symd+1E. Let s ∈ {0, 1, . . . , N−1} and let k ∈ I(d+1)(N+

1) be strictly increasing. For ease of notation we set w = s+|k|−N . By (2.3)

and (2.4) and the definition of ϕ in Definition 1.8, then the technical lemma

to obtain the third equality, and finally (2.3) and (2.4) again we have

ϕ
(
e · (XN−1−sY s ⊗ F (d+1)

∧ (k)
)

= ϕ
(
sXN−sY s−1 ⊗ F (d+1)

∧ (k) +XN−1−sY s ⊗
N+1∑
α=1

kαF
(d+1)
∧ (k− u(α))

)
= s

∑
i∈B(k)

F
(
i, s+ |k| − 1−N − |i|

)
+
N+1∑
α=1

kα
∑

i∈B(k−u(α))

F
(
i, s+ |k| − 1−N − |i|

)
=

N∑
β=1

∑
j∈B(k)−u(β)

(jβ + 1)F
(
j, w − 1− |j|

)
+
∑

j∈B(k)

(
s+ |k| −N − |j|

)
F
(
j, w − 1− |j|

)
=

N∑
β=1

∑
i∈B(k)

iβF (i−u(β), w−|i|) +
∑

j∈B(k)

(
s+|k|−N−|j|

)
F
(
j, w − 1− |j|

)
= e ·

∑
j∈B(k)

F
(
j, s+ |k| −N − |j|

)
= e · ϕ

(
XN−1−sY s ⊗ F (d+1)

∧ (k)
)
.

The hypothesis of the technical lemma that |k| −N − 1 ≤ w − 1 ≤ |k| − 2

follows easily from the definition of w. �

Duality. To show that ϕ commutes with f we use a duality argument.

This appears to the authors to be more conceptual and involve less cal-

culation than adapting the proof already given for e, although this would

also be possible. Let e = (d + 1, . . . , d + 1) ∈ I(d+1)(N + 1) and define

τ ∈ EndF
(
SymN−1E ⊗

∧
SymN+1 Symd+1(E)

)
by linear extension of

τ
(
XN−1−jY j ⊗ F (d+1)

∧ (i)
)

= XjY N−1−j ⊗ F (d+1)
∧ (e− i).
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Let d = (d, . . . , d) ∈ I(d)(N) and define τ ′ ∈ EndF
(∧N Symd⊗SymdE

)
by

linear extension of

τ ′
(
F

(d)
∧ (j)⊗Xd−`Y `

)
= F

(d)
∧ (d− j)⊗X`Y d−`.

Lemma 2.4. We have eτ = τf , τ ′e = fτ ′ and τ ′ϕ = ±ϕτ .

Proof. Observe that τ and τ ′ are defined by multilinear extension of the

maps θc : SymcE → SymcE defined on the canonical basis by

θc(X
c−jY j) = XjY c−j .

Since θc
(
e ·Xc−jY j

)
= θc(jX

c−j+1Y j−1) = jXj−1Y c−j+1 = f ·XjY c−j =

f ·
(
θc(X

c−jY j)
)

we have θc e = fθc. By multilinearity, this implies the

first two equations in the lemma. For the third, let εR denote the sign of

the permutation of {1, . . . , R} reversing the positions in an R-tuple. (Thus

εR = −1 if R ≡ 2, 3 mod 4, and otherwise εR = 1.) Let s ∈ {0, 1, . . . , N−1},
let k ∈ I(d+1)(N + 1) be strictly increasing, and let krev = (kN+1, . . . , k1) be

the reverse of k. Observe that e−krev is strictly increasing and |e−krev| =
(d+ 1)(N + 1)− |k|. Set

w = |e− krev| − 1− s = dN +N + d− s− |k|. (2.9)

By (1.7),

B(e− krev) = [d+ 1− kN+1, d+ 1− kN )× · · · × [d+ 1− k2, d+ 1− k1).

Thus (i1, . . . , iN ) ∈ B(e− krev) if and only if (d + 1− iN , . . . , d + 1− i1) ∈
(k1, k2] × · · · × (kN , kN+1], so if and only if (d − iN , . . . , d − i1) ∈ B(k) =

[k1, k2) × · · · × [kN , kN+1). Using this to step from line 3 to line 4 below,

and the definition of ϕ in (1.8) for the immediately preceding step, we have

ϕτ
(
XN−1−sY s ⊗ F (d+1)

∧ (k)
)

= ϕ
(
XsY N−1−s ⊗ εN+1F

(d+1)
∧ (e− krev)

)
=

∑
i∈B(e−krev)

εN+1F (i, w − |i|)

= εN+1

∑
j∈B(k)

F
(
(d− jN , . . . , d− j1), w − (dN − |j|)

)
= εNεN+1τ

′( ∑
j∈B(k)

F
(
(j1, . . . , jN ), d− (w − (dN − |j|))

)
= εNεN+1τ

′( ∑
j∈B(k)

F
(
(j1, . . . , jN ), s+ |k| −N − |j|

))
= εNεN+1τ

′ϕ
(
XN−1−sY s ⊗ F (d+1)

∧ (k)
)

where the penultimate equality uses (2.9). Since εNεN+1 ∈ {−1, 1} only

depends on N , this completes the proof. �
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Proposition 2.5. The map ϕ defined over the complex numbers is an

sl2(C)-homomorphism.

Proof. By Lemma 2.3, ϕ commutes with the Lie algebra action of e. By this

lemma and Lemma 2.4 we have

ϕf = ϕττf = ϕτeτ = ±τ ′ϕeτ = ±τ ′eϕτ = ±fτ ′ϕτ = fϕττ = fϕ,

and so ϕ also commutes with the Lie algebra action of f . Since sl2(C) is

generated by e and f the proposition follows. �

2.3. The map ϕ is an SL2(F)-isomorphism. Fix N ∈ N and d ∈ N0.

The canonical basis of SymN−1E ⊗
∧N+1 Symd+1E is indexed by pairs

(s,k) with s ∈ {0, 1, . . . , N − 1} and k ∈ I(d+1)(N + 1) strictly increasing.

Whenever we write a pair (s,k), it satisfies these conditions. By (1.8), the

vectors

v(s,k) =
∑

i∈B(k)

F (i, w − |i|) (2.10)

where w = s + |k| − N are the images under ϕ of the canonical basis of

SymN−1E ⊗
∧N+1 Symd+1E.

By Lemma 2.1, the map ϕ has image contained in ∆(2,1N−1) SymdE and

by Proposition 1.7, ∆(2,1N−1) SymdE has the same dimension as the domain

of ϕ. Therefore to complete the proof that ϕ is an isomorphism of SL2(F)-

representations, it suffices to show that the map is injective. To this end, we

will define a total order � on the basis elements F∆(i, j), and we will show

that the vectors v(s,k) are lower-triangular in this basis.

Preliminary results on chains. Our proof of this requires a close analy-

sis of the neighbour map in Definition 1.2 and the chains in Lemma 1.4.

Recall from Definition 1.2 that the content of a pair (i, j) is the multiset

{i1, . . . , iN} ∪ {j}.

Lemma 2.6. Suppose that (i, j) ∈ I(d)(N)×{0, 1, . . . , d} is a semistandard

pair such that F (i, j) has a non-zero coefficient in v(s,k) and such that j 6∈
{i1, . . . , iN}. Let (i′, j′) = Pm(i, j) for some m ∈ N, and suppose that

F (i′, j′) has a non-zero coefficient in v(s,k). Then m = 1.

Proof. By the definition of the neighbour map, i′ is strictly increasing, and

since (i, j) and (i′, j′) have the same content, we may write

(i, j) =
(
(i1, . . . , iα−1, iα, iα+1, . . . , iN ), j

)
(i′, j′) =

(
(i1, . . . , iα−1, j, iα+1, . . . , iN ), iα

)
for some α ∈ {1, . . . , N}. Since j 6∈ {i1, . . . , iN}, by Lemma 1.4, the neigh-

bour map P is injective on pairs (i, j) of content {i1, . . . , iN , j}. We claim

that it suffices to prove that (i′, j′) = P(i, j). Indeed, this would imply
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that P(i, j) = P(Pm−1(i, j)), and by injectivity, Pm−1(i, j) = (i, j). By

Lemma 1.4, this implies that m− 1 = 0. The claim now follows.

To see that (i′, j′) = P(i, j), we need to show that α is maximal such that

iα ≤ j. It is clear from Lemma 1.4 that repeated applications of P replace

entries in the first element of the semistandard pair (i, j) by larger or equal

entries. Thus, j ≥ iα. If α = N , we are done. Otherwise, since i′ ∈ B(k),

we have j < kα+1 ≤ iα+1. Since iα ≤ iα+1, the result now follows. �

By Proposition 1.7, ∆(2,1N−1) SymdE has as a basis the F∆(i, j) for semi-

standard pairs (i, j) ∈ I(d)(N)× {0, 1, . . . , d}.

Lemma 2.7. In the expression of v(s,k) as a linear combination of the

F∆(i, j) for semistandard pairs (i, j) ∈ I(d)(N) × {0, 1, . . . , d} there is at

most one (i, j) of any given content.

Proof. If j ∈ {i1, . . . , iN} then the unique basis element from the F∆ basis

whose semistandard pair has content {i1, . . . , iN}∪{j} is F∆(i, j); since this

element is F (i, j), in this case, the lemma obviously holds.

In the remaining case, the content multiset is a set, and by Lemma 1.4,

there are N semistandard pairs of content {i1, . . . , iN}∪{j} forming a chain

(i(1), j(1)), . . . , (i(β), j(β)), . . . , (i(γ), j(γ)), . . . , (i(N), j(N)) (2.11)

with d ≥ j(1) > . . . > j(N) ≥ 1. (To be explicit, Lemma 1.4 gives j(1) = j and

j(α) = iN−α+2 for 2 ≤ α ≤ N .) Choose β minimal such that F∆(i(β), j(β))

has a non-zero coefficient in v(s,k) and γ maximal such that F∆(i(γ), j(γ))

has a non-zero coefficient in v(s,k).

Observe that F (i(β), j(β)) and F
(
P(i(γ), j(γ))

)
= F

(
Pγ−β+1(i(β), j(β))

)
both have a non-zero coefficient in v(s,k) in the F basis. By Lemma 2.6

applied to (i(β), j(β)), we have β = γ, as required. �

Triangularity. It will be useful to denote the content multiset of a semistan-

dard pair (i, j) ∈ I(d)(N)× {0, 1, . . . , N} by c(i, j). Given distinct multisets

{a1, . . . , aN+1} and {b1, . . . , bN+1} written so that a1 ≤ . . . ≤ aN+1 and

b1 ≤ . . . ≤ bN+1, we order them lexicographically so that

{a1, . . . , aN+1} < {b1, . . . , bN+1}

if and only if a1 = b1, . . . , aγ−1 = bγ−1 and aγ < bγ , where γ is minimal such

that aγ 6= bγ . Using this we define a total order � on semistandard pairs.

Definition 2.8. Let ≺ be the total order on semistandard pairs in I(d)(N)×
{0, 1, . . . , d} defined by (i, j) ≺ (i′, j′) if and only if either c(i, j) < c(i′, j′)

or c(i, j) = c(i′, j′) and j > j′.

For example the least element under � is
(
(0, 1, . . . , N − 1), 0

)
and the

greatest is
(
(d − N + 1, . . . , d), d

)
. The final condition j > j′ is chosen so
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that the chain in (2.11) is strictly increasing in the � total order. This can

be seen in the following example.

Example 2.9. Take N = 2 and d = 4. The map ϕ takes the canonical basis

element in E ⊗
∧3 Sym5E element associated to the pair (s,k) and having

weight 9 (in the sense defined before Example 1.9) to a sum v(s,k) of canon-

ical basis elements of
∧2 Sym4E ⊗ Sym4E each of weight 7. The map ϕ,

restricted to this weight space is shown in the matrix below. Each column

contains the coefficients of the image of the element labeled (s, (k1, k2, k3))

on top, corresponding to the elements labeled ((i1, i2), j) in each row.

The labels ((i1, i2), j) correspond to elements F∆((i1, i2), j). They are

totally ordered(
(0, 3), 4

)
≺
(
(0, 4), 3

)
≺
(
(1, 2), 4

)
≺
(
(1, 4), 2

)
≺
(
(1, 3), 3

)
≺
(
(2, 3), 2

)
by �. By Lemma 2.7, at most one F∆(i, j) of any given content appears

in each column. This can be seen in the two 2 × 2 identity blocks in the

relevant block of the matrix. We deliberately use a non-standard notation

in which · denotes an entry known to be zero by Lemma 2.7. Empty spaces

also denote zeros, showing lower-triangularity in this example.

( 1
,(

0,
3,

5)
)

( 0
,(

0,
4,

5)
)

( 1,
(1
,2
,5

))
( 0,

(1
,3
,5

))
( 1
,(

1,
3,

4)
)

( 0
,(

2,
3,

4)
)



(
(0, 3), 4

)
1(

(0, 4), 3
)
· 1(

(1, 2), 4
)

0 0 1(
(1, 4), 2

)
1 1 · 1(

(1, 3), 3
)

1 0 1 1 1(
(2, 3), 2

)
1 0 0 1 1 1


The uni-triangularity seen in the previous example holds more generally,

as the following proposition shows.

Proposition 2.10. Let (i, j) ∈ I(d)(N)×{0, 1, . . . , d} be semistandard. Let

α be maximal such that iα ≤ j. Set k = (i1, . . . , iα, j+1, iα+1+1, . . . , iN+1).

Then

v(α−1,k) = F∆(i, j) + v

where v is a linear combination of basis elements F∆(i′, j′) for semistandard

(i′, j′) such that (i′, j′) � (i, j). Moreover, the correspondence between pairs

(α−1,k) and semistandard pairs (i, j) is one-to-one, so the vectors v(α−1,k)

are linearly independent.

Proof. We first show that we may recover the pair (i, j) from α and k. We

have j = kα+1 − 1. On the other hand,

i1 = k1, . . . , iα = kα, iα+1 = kα+2 − 1, . . . , iN = kN+1 − 1 (2.12)
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This also shows that i ∈ B(k). Since the quantity s + |k| − N − |i| in the

definition of ϕ in (1.8) is

(α− 1) + |k| −N − |i| = (α− 1) + (|i|+N − α+ j + 1)−N − |i| = j.

by (1.8), we have that F (i, j) has coefficient 1 in the expression of v(α−1,k)

in the F basis. Moreover, we have

P(i, j) =
(
(i1, . . . , iα−1, j, iα+1, . . . , iN ), iα

)
and since kα = iα ≤ j = kα+1−1, we also have (i1, . . . , iα−1, j, iα+1, . . . , iN ) ∈
B(k). Therefore F

(
P(i, j)

)
has coefficient 1 in the expression of v(α−1,k) in

the F basis. It follows by Lemma 2.7 that F∆(i, j) has coefficient 1 when

v(α−1,k) is written in the F∆ basis, and the remaining summands in the F∆

basis have different content to (i, j).

Let F∆(i′, j′) be one of these summands with non-zero coefficient in v(α−1,k).

By Lemma 2.6, we see that F (i′, j′) and possibly F (P(i′, j′)) are the only

F -basis elements of content c(i′, j′) with non-zero coefficient in v(α−1,k). It

follows that i′ ∈ B(k).

Suppose for contradiction that (i′, j′) satisfies (i′, j′) ≺ (i, j), or equiva-

lently, since c(i′, j′) 6= c(i, j), that c(i′, j′) < c(i, j). Let

c = (c1, . . . , cN+1) = (i1, . . . , iα, j, iα+1, . . . , iN )

c′ = (c′1, . . . , c
′
N+1) = (i′1, . . . , i

′
β, j
′, i′β+1, . . . , i

′
N )

where β is maximal such that i′β ≤ j′. Thus both c and c′ are (weakly)

increasing.

Suppose first of all that α < β. From (2.12) we have iγ = kγ if 1 ≤ γ ≤ α
and by definition of k, we have kα+1 = j + 1. Thus i′ ∈ B(k) implies that

c′γ = i′γ ≥ kγ = iγ = cγ for 1 ≤ γ ≤ α and c′α+1 = i′α+1 ≥ kα+1 = j+1. Since

we are assuming that c(i′, j′) < c(i, j), we must have c′γ = cγ for 1 ≤ γ ≤ α.

However, c′α+1 ≥ j + 1 > j = cα+1. Thus c(i′, j′) > c(i, j), a contradiction.

In the remaining case we have α ≥ β. Similarly to the first case, we have

c′γ = i′γ ≥ kγ = iγ = cγ for 1 ≤ γ ≤ β, and thus our assumption that

c(i′, j′) < c(i, j) implies that c′γ = cγ for 1 ≤ γ ≤ β and c′β+1 ≤ cβ+1. Since

(i, j) and (i′, j′) lie in the same weight space, we have |i|+ j = |i′|+ j′. Since

c(i, j) 6= c(i′, j′) and |i|+j = |i′|+j′, there exists δ such that β+2 ≤ δ ≤ N+1

and c′δ > cδ. Now, since δ ≥ β + 2, we have c′δ = i′δ−1. In turn, i′ ∈ B(k)

implies i′δ−1 < kδ. By definition of k, we also have kγ ∈ {cγ , cγ + 1} for

1 ≤ γ ≤ N + 1. In particular, kδ ≤ cδ + 1. Putting all these together, we

have

c′δ = i′δ−1 < kδ ≤ cδ + 1

and hence c′δ ≤ cδ, a final contradiction.

Therefore, any F∆(i′, j′) appearing with non-zero coefficient in the ex-

pression of v(α−1,k) in the F∆ basis satisfies (i′, j′) � (i, j), as required. �
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The matrix representing ϕ in the basis v(α−1,k) of the domain SymN−1E ⊗∧N+1 Symd+1E and the basis F∆(i, j) is therefore uni-triangular when the

two bases are paired by the one-to-one correspondence established in Propo-

sition 2.10. In particular, ϕ is injective. This concludes the proof of Theo-

rem 1.1.

3. Final remarks

In this section we first show that the SL2(F) isomorphism in Theorem 1.1

becomes a GL2(F)-isomorphism provided a suitable power of the determi-

nant is introduced. (This is typical of the general theory: see [PW21, §3.3].)

We then obtain identity (1.1) by taking characters. We finish with a con-

jectured generalization of Theorem 1.1.

We denote the 1-dimensional determinant representation of GL2(F) by det

and regard the domain and codomain of ϕ as representations of GL2(F) in

the obvious way.

Corollary 3.1. Let N ∈ N and let d ∈ N0. The map ϕ defined in Defini-

tion 1.8 is an isomorphism of GL2(F)-representations

SymN−1E ⊗
N+1∧

Symd+1E ∼= detN ⊗∆(2,1N−1) SymdE.

Proof. Let K be the algebraic closure of F. Let Ẽ =E ⊗FK. It is sufficient

to prove that the map

ϕ̃ : SymN−1Ẽ ⊗ SymN+1 Symd+1Ẽ → detN ⊗∆(2,1N−1) SymdẼ

is a GL2(K)-isomorphism, since ϕ is defined with coefficients in the prime

subfield of F, and so via the inclusion E 7→ E ⊗ 1 ⊆ E ⊗F K, the map ϕ̃

restricts to ϕ. By Theorem 1.1 for the field K, the map ϕ̃ is an SL2(K)-

homomorphism. Now, because K is algebraically closed, and so every ele-

ment of K has a square root in K, we have

GL2(K) =

〈
SL2(K),

(
α 0

0 α

)
: α ∈ K\{0}

〉
.

It therefore suffices to prove that ϕ̃ commutes with the action of the diag-

onal matrices αI for α ∈ K. Using the canonical bases of the domain and

codomain of ϕ̃, one sees that on the domain αI acts as αN−1+(N+1)(d+1) =

α(N+1)d+2N and on the codomain αI acts as α(N+1)d det(αI)N =α(N+1)dα2N .

Since the exponents agree, this completes the proof. �

We now prove identity (1.1). Recall that sλ is the Schur function canon-

ically labelled by the partition λ. It is immediate from the combinato-

rial definition of Schur functions (see for instance [S99, Definition 7.10.1])

that sλ(1, q, . . . , qd) is the generating function enumerating semistandard

tableaux of shape λ with entries from {0, 1, . . . , d} by their sum of entries.
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This gives a combinatorial interpretation of the right-hand side in (1.1)

and in Corollary 3.2 below. One of the most natural interpretations of

the q-binomial coefficient
[
a
b

]
q

is that q
b(b−1)

2

[
a
b

]
q

is the generating function

enumerating b-subsets of {0, . . . , a − 1} by their sum of entries. Thus, by

identifying semistandard tableaux of shape (1N+1) with the subset of their

entries, we deduce that

q
(N+1)N

2

[
d+ 2

N + 1

]
q

= s(1N+1)(1, q, . . . , q
d+1). (3.1)

For further background on q-binomial coefficients, including the theorem

that
[
a
b

]
q

is the generating function enumerating partitions in the b× (a− b)
box by their size, we refer the reader to [S11, §1.7].

Corollary 3.2. For any N ∈ N and d ∈ N0 we have

q
N(N−1)

2 [N ]q

[
d+ 2

N + 1

]
q

= s(2,1N−1)(1, q, . . . , q
d).

Proof. It suffices to prove the identity when q is a non-zero complex number.

It is clear from the canonical basis XN−1, XN−1Y, . . . , Y N−1 of SymN−1E

that [N ]q = 1 + q + · · · + qN−1 is the character of SymN−1E evaluated at

the diagonal matrix D in GL2(C) with entries 1 and q. By [PW21, (10)],

s(1N+1)(1, q, . . . , q
d+1) and s(2,1N−1)(1, q, . . . , q

d) are the characters of the

GL2(C)-representations
∧N+1 Symd+1E and ∆(2,1N−1) SymdE, also evalu-

ated at D. Therefore, by (3.1), the character of SymN−1E⊗
∧N+1 Symd+1E

evaluated at D is [N ]q q
(N+1)N/2

[
d+2
N+1

]
q
. But in Corollary 3.1 we showed that

this representation is isomorphic to detN ⊗∆(2,1N−1)E. Hence, equating the

character values we obtain

[N ]q q
(N+1)N

2

[
d+ 2

N + 1

]
q

= qNs(2,1N−1)(1, q, . . . , q
d).

The result follows by cancelling qN from each side. �

Our main result, Theorem 1.1, is the special case when M = 2 of the

following conjecture.

Conjecture 3.3. Let M , N ∈ N. There is an isomorphism of SL2(F)-

representations

M−1∧
SymM+N−3E ⊗

M+N−1∧
SymM+d−1E ∼= ∆(M,1N−1) SymdE.

If M = 1, then the first factor is F and since ∆(1N )V =
∧N V , both sides

in the claimed isomorphism are
∧N SymdE. If N = 1 then since SymM−2E

is (M − 1)-dimensional, and so
∧M−1 SymM−2E is the determinant repre-

sentation of SL2(F), which is trivial, and ∆(M)V = SymM V , the claimed

isomorphism is
∧M SymM+d−1E ∼= SymM SymdE. An explicit isomorphism

from the right-hand side to the left-hand side is given by Theorem 1.4 in
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[McDW22]. More broadly, it would be interesting to have field-independent

results on the endomorphism rings of the two sides in Conjecture 3.3.
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Gutiérrez Cáceres and Micha l Szwej for helpful comments and corrections.

References

[dBPW21] Melanie de Boeck, Rowena Paget, and Mark Wildon. Plethysms of symmetric

functions and highest weight representations. Trans. Amer. Math. Soc, 374

8013–8043, 2021.

[EGS08] K. Erdmann, J.A. Green, and M. Schocker. Polynomial representations of

GLn: with an appendix on Schensted Correspondence and Littelmann Paths,

volume 830 of Lecture Notes in Mathematics. Springer, 2008.

[FH91] William Fulton and Joe Harris, Representation theory: A first course, Gradu-

ate Texts in Mathematics, vol. 129, Springer-Verlag, New York, 1991, Readings

in Mathematics.

[McDW22] Eoghan McDowell and Mark Wildon. Modular plethystic isomorphisms for

two-dimensional linear groups J. Alg, 602 441–483, 2022.

[PW21] Rowena Paget and Mark Wildon. Plethysms of symmetric functions and rep-

resentations of SL2(C). Algebr. Comb., 4 27–68, 2021.

[S11] Richard P. Stanley, Enumerative combinatorics. Vol. 1, 2nd edition, Cam-

bridge Studies in Advanced Mathematics, vol. 49, Cambridge University Press,

Cambridge, 2011.

[S99] Richard P. Stanley, Enumerative combinatorics. Vol. 2, Cambridge Studies

in Advanced Mathematics, vol. 62, Cambridge University Press, Cambridge,

1999, With a foreword by Gian-Carlo Rota and appendix 1 by Sergey Fomin.

Email address: martinez@math.columbia.edu

Email address: mark.wildon@bristol.ac.uk


	1. Introduction
	1.1. Preliminaries
	1.2. Definition of 

	2. The map  is an `39`42`"613A``45`47`"603ASL2(F)-isomorphism
	2.1. The image of 
	2.2.  is an `39`42`"613A``45`47`"603ASL2(F)-homomorphism
	2.3. The map  is an `39`42`"613A``45`47`"603ASL2(F)-isomorphism

	3. Final remarks
	Acknowledgements
	References

